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Abstract

Given a reference model that includes all
the available variables, projection predictive
inference replaces its posterior with a con-
strained projection including only a subset of
all variables. We extend projection predic-
tive inference to enable computationally effi-
cient variable and structure selection in mod-
els outside the exponential family. By adopt-
ing a latent space projection predictive per-
spective we are able to: 1) propose a unified
and general framework to do variable selec-
tion in complex models while fully honour-
ing the original model structure, 2) properly
identify relevant structure and retain poste-
rior uncertainties from the original model,
and 3) provide an improved approach also
for non-Gaussian models in the exponential
family. We demonstrate the superior perfor-
mance of our approach by thoroughly testing
and comparing it against popular variable se-
lection approaches in a wide range of settings,
including realistic data sets. Our results show
that our approach successfully recovers rele-
vant terms and model structure in complex
models, selecting less variables than compet-
ing approaches for realistic datasets.

1 Introduction

Variable and structure selection plays an important
role in a robust Bayesian workflow (Gelman et al.,
2020). While variable selection has been extensively
studied and successfully applied for models in the ex-
ponential family (Koopman, 1936), it has not received
the same attention regarding models outside of the
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exponential family (e.g., advanced ordinal, count or
time-to-event (also known as survival) data distribu-
tions), despite their important applications in different
fields (Kelter, 2020, Nagler, 1994, Bürkner and Vuorre,
2019, Barron, 1992).

We propose an efficient, stable, and information the-
oretically justified method to make variable selection
for non-normal observation models in or beyond the
exponential family. The main benefits of the proposed
latent space projection predictive inference are:

1. we enable the projection predictive variable and
structure selection for models outside the expo-
nential family while honouring the original model
structure and its predictive uncertainty,

2. we obtain more stable projections for non-
Gaussian exponential family models,

3. we demonstrate the superior performance of our
method as compared to state-of-the-art competi-
tors in both simulated and real-world scenarios,

4. we provide a ready-to-use open source implemen-
tation of the new methods.

2 Projection predictive inference

Given posterior draws {λ(s)∗ }Ss=1 ∼ p(λ | D) from a ref-
erence model with data D = {X, y}, outcome observa-
tions y and predictor variables X, projection predic-
tive inference (Piironen et al., 2020b, Catalina et al.,
2020) learns a projection q⊥(λ) containing only a sub-
set of variables that matches the reference predictive
performance as close as possible. The solution is given
by the minimiser of the Kullback-Leibler (KL) diver-
gence from the reference model to the projection pre-
dictive distributions (Dupuis and Robert, 2003). Let
p(ỹ | D) be the reference predictive distribution and
{λ(s)⊥ }Ss=1 ∼ q⊥(λ) be draws from the projection, then:

KL (p (ỹ | D) ‖ q⊥ (ỹ))

= −Eλ∗
(
Eỹ|λ∗ (logEλ⊥ (p (ỹ | λ⊥)))

)
+ C. (1)
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As the integrals involved are in most cases computa-
tionaly infeasible, Goutis and Robert (1998) suggest to
change the order of integration and minimisation and
solve the optimisation for each posterior draw sepa-
rately

argmax
λ

E
ỹ|λ(s)
∗

(logEλ⊥ (p (ỹ | λ))) . (2)

Piironen et al. (2020b) proposed a further speed-up
by first clustering the posterior draws λ(s)∗ and then
solving the optimisation individually for each resulting
cluster centre {λ(c)∗ }Cc=1.

For models in the exponential family distribution,
Eq. (2) coincides with computing maximum likelihood
estimates under the projection model as

λ⊥ = arg max
λ

N∑
i=1

µ∗i ξi(λ)−B(ξi(λ)), (3)

where µ∗ = Eỹ|λ∗(ỹ) are mean predictions of the ref-
erence model, ξi are the natural parameters for the
ith observation and B(·) is a function of the natu-
ral parameters. These maximum likelihood estimates
can be efficiently computed by solving penalised iter-
atively reweighted least squares (PIRLS; Marx, 1996).
If non-constant, the projected scale parameter of the
exponential family model is then obtained as

φ⊥ = argmax
φ

N∑
i=1

(
ri(λ⊥)

A(φ)
+ Eỹi|λ∗(H(ỹi, φ))

)
, (4)

where A,H are family-specific functions and ri(λ⊥) =
µ∗i ξi(λ⊥)−B(ξi(λ⊥)) does not depend on φ.

3 Latent space projective inference

The equivalence between maximum likelihood esti-
mates and KL minimiser does not hold for models
outside the exponential family. For data D = {X, y},
parameters λ and inverse link function g, we assume
the general model formulation

y ∼ p (µ, φ) , µ = g(η), η ∼ p (λ | X) , (5)

where η is commonly called the latent predictor (Mc-
Cullagh and Nelder, 1989). In Fig. 1 we show the
difference between the linear and the transformed pre-
dictor spaces for two common models, a Poisson model
with a log link function and an ordinal cumulative
model (Bürkner and Vuorre, 2019) with logit link
function.

We propose to reformulate the projection problem by
solving the KL minimisation in the latent predictive
space p(η̃ | λ∗) as:

KL (p (η̃ | D) ‖ q⊥ (η̃)) =

− Eλ∗
(
Eη̃|λ∗ (logEλ⊥ (p (η̃ | λ⊥)))

)
+ C.

3.1 Non exponential family case

The distribution p(η | λ) is model-dependent and in
non-exponential family case doesn’t, in general, have a
nice closed form. We propose to approximate p(η | λ)
with a Gaussian distribution, a choice motivated by
several reasons: 1) as potential boundaries on µ are
enforced only via the inverse link g, η itself is un-
bounded so that its support matches the support of a
Gaussian, 2) the Gaussian distribution belongs to the
exponential family and is thus computationally easy
to handle, and 3) the model on η is typically additive,
such that commonly chosen Gaussian priors on the la-
tent parameters λ make the implied distribution of η
closer to Gaussian as well. Now that the transformed
projection is again in the exponential family, we can
apply the approach outlined in Section 2 to solve the
projection.

Although the dispersion of the latent space is typically
not a model parameter, we still need to approximate
it to compute its projection in Eq. (4). The approx-
imate dispersion is model dependent, and may some-
times even be known analytically.

3.2 Exponential family case

The latent projection formulation also works for mod-
els in the exponential family. For Gaussian observation
models, it coincides exactly with the original frame-
work, and therefore no improvement is gained with
the latent approach.

For non-Gaussian exponential family models, the orig-
inal framework computes an approximate solution
to Eq. (1) via PIRLS (as in Eq. (3)), which often re-
sults in unstable solutions for models with complex
structure or link functions (Catalina et al., 2020). In
contrast, the latent approach computes an approxima-
tion on the latent space, removing the complexity of
the link function and the response model. Experimen-
tal results show that the latent approach results in
significant improvements also for non-Gaussian expo-
nential family models.

4 Related work

For models in the exponential family, variable selec-
tion has a strong presence in the literature. Some
methods perform variable selection by optimising a pe-
nalised likelihood formulation (Tibshirani, 1996, Zou
and Hastie, 2005, Friedman et al., 2010a, Candes and
Tao, 2007, Breiman, 1995, Fan and Li, 2001), while
at the same time trying to select a subset of relevant
variables. These methods impose a penalisation on
large coefficients, effectively driving some of them to-
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(a) Latent linear predictor, transformed predictor and
response space for a Poisson model with log link func-
tion.
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(b) Latent linear predictor, transformed predictor and
response space for an Ordinal cumulative model with
probit link function.

Figure 1: Latent, transformed and response space representation for different models.

wards zero, depending on the choice of regularization.
For more details, we refer the reader to Hastie (2015).
These methods suffer from several drawbacks. First,
by dealing with the estimation of the model and the se-
lection of variables at the same time, they often result
in suboptimal solutions (Piironen and Vehtari, 2017a).
Second, they are derived for specific likelihoods, and
generalising them to other models is difficult, if at all
possible. Most notably, these methods cannot perform
variable selection on group-specific parameters in hi-
erarchical models (Catalina et al., 2020).

These approaches have been generalized to specific
likelihoods outside of the exponential family, such as
ordinal or Cox models (Wurm et al., 2017, Archer and
Williams, 2012, Archer et al., 2014, Fan et al., 2005),
but no general framework exists. Penalised likelihood
approaches can be applied to models outside of the
exponential family by approximating the likelihood
with an exponential family distribution. This enables
variable selection but the resulting model is likely to
underperform in terms of predictive performance. A
model in the original response space can be obtained
by fitting a Bayesian model including only the selected
variables. We compare our method against baselines
that follow this approach in Section 5.2.

Variable selection is also addressed from the Bayesian
perspective (O’Hara and Sillanpää, 2009). This is typ-
ically done by imposing so called sparsity priors, such
as the horseshoe (Carvalho et al., 2010, Piironen and
Vehtari, 2017b) or the spike-and-slab (Ishwaran and
Rao, 2005). As the posterior itself is not fully sparse, a
sparse solution is then obtained by thresholding based
on posterior expectations.

If a Markov chain Monte Carlo (MCMC) algo-
rithm (Robert and Casella, 2013) is used for infer-
ence, no strong assumptions on the likelihood or over-

all structure are needed. This makes Bayesian infer-
ence applicable to models outside of the exponential
family with multilevel (or other complex) structure.
This helps with the generality of the inference, but still
falls short on the selection, since the user still needs to
manually decide which variables should be selected.

Bayesian reference models have been used for variable
and structure selection tasks in the context of expo-
nential family models, including (additive) multilevel
models (Piironen et al., 2020b, Catalina et al., 2020,
Pavone et al., 2020, Piironen and Vehtari, 2016). How-
ever, its application to models outside of the exponen-
tial family has remained unexplored.

Our approach solves variable selection on non expo-
nential family models by performing the selection on
the latent space of the original model, therefore keep-
ing the original structure. We approximate the un-
known latent distribution with a Gaussian. The prob-
lem of learning an implicit distribution has been ap-
proached in the Bayesian inference literature from dif-
ferent angles. Some authors tackle this problem with
variational inference (Blei et al., 2017), by learning an
implicit mapping between samples of the implicit dis-
tribution and a powerful and expressive learner, typi-
cally normalising flows (Rezende and Mohamed, 2016,
Huszár, 2017, Pequignot et al., 2020, Titsias and Ruiz,
2019). Optimising these flexible models is typically
expensive, requiring many iterations and diagnostics
to have any guarantee of convergence (Dhaka et al.,
2020). On top of that, the main bottleneck in projec-
tion predictive inference is not solving this projection
once, but possibly many times, as complex models re-
quire many posterior draws to be projected for the
projections to fully capture the posterior uncertainty
in the reference model.
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(a) Residuals histogram plots for three selected pro-
jections for a reference model of size D = 50. In all
cases, the residuals distribution is close to normal with
a decreasing standard deviation as more terms are in-
troduced in the projection. Notice the shrinking x-axis
as the projections include more terms.
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(b) KL divergence between reference and projection
predictive distributions. Different linetypes indicate
size of the reference model. As projections include
a higher proportion of the reference model, the KL-
divergence approaches 0 faster.

Figure 2: Residuals histogram and KL-divergence plots for projections on a simulated time-to-event survival
analysis model and an ordinal cumulative model, both with N = 100 observations, and correlation factor ρ = 0.3.

5 Experiments

We evaluate the performance of the proposed method
with simulated and real-world data experiments. In
particular, we must account for complex high di-
mensional posterior geometries, the role of correlated
terms, and the size of the selected subset of variables
in different models outside the exponential family.

First, we demonstrate the use of different diagnostics
for the latent approximation. Second, we demonstrate
the variable selection itself in high dimensional non-
exponential family examples. Then, we extend the
experiments to real datasets. Finally, we show the
benefits that our method brings to models in the ex-
ponential family, too.

For the implementation of our new approach, we
use modified projpred (Piironen et al., 2020a).
The implementation of the latent projection pre-
dictive inference approach is publicly available
at https://github.com/stan-dev/projpred/tree/
latent_projection.

5.1 Diagnosing the quality of the latent
approximation

We use two diagnostics to asses the quality of the ap-
proximate projections:

• We Perform projection predictive checks on the
residuals η̃∗ − η̃⊥, where η̃∗ corresponds to the

latent predictions of the reference model and η̃⊥
to the predictions of the projection.

• We check the Kullback-Leibler divergence be-
tween the reference’s and projection’s predictions
after convergence, which should approach 0 as
more terms are included in the projection.

We use simulated data from 1) an ordinal cumulative
model with probit link function and 2) a time-to-
event survival model with a log link function. The
outcome in both cases is generated as a function of
D ∈ [50, 100, 250, 500] sampled predictors with a uni-
form correlation factor of 0.3, where only 60% of the
predictors have a non-zero effect on the response. The
full generation process for these data is detailed and
further analysed in Section 5.2.

Projection predictive checks assess normality
assumptions. Histograms of projection residuals
(Fig. 2a) for various model sizes are a practical di-
agnostic for the normality assumption. As more terms
enter the projection, the residuals get smaller and
more concentrated, as indicated by the shrinking x-
axis in the figure.

Kullback-Leibler divergence shows that the la-
tent projections eventually match the reference
model predictions. Even for the most challenging
scenarios, the KL-divergence of the latent predictions
shows that the projection predictive distribution gets

https://github.com/stan-dev/projpred/tree/latent_projection
https://github.com/stan-dev/projpred/tree/latent_projection
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closer (the KL-divergence approaches 0) to the refer-
ence predictive distribution as more terms enter the
projection (Fig. 2b).

5.2 Non-exponential family models with
simulated data

We compare the predictive performance of the optimal
submodels in terms of held-out expected log predictive
density (ELPD) (Vehtari and Ojanen, 2012) for two
types of models: an ordinal cumulative model and a
time-to-event survival analysis model with a Weibull
hazard process. Additionally, we examine the perfor-
mance regarding the selection of truly relevant vari-
ables.

For the simulated high-dimensional data, we compare
the performance of our approach to other popular
sparsifying solutions in the literature:

• Elastic net regularization as implemented by
glmnet (Friedman et al., 2010b), abbreviated as
glmnet in the figures,

• Spike-and-slab sparsifying priors as implemented
by spikeSlabGAM (Scheipl, 2011), abbreviated as
ss in the figures,

• Spike-and-slab LASSO priors as implemented by
SSLASSO (Rockova and George, 2018), abbrevi-
ated as sslasso,

• Projection predictive inference on the ap-
proximate response space as implemented by
projpred (Piironen et al., 2020a), abbreviated as
projpred in the figures.

Since these approaches do not exist for the specific
likelihoods we use, or for models outside the exponen-
tial family in general, we run variable selection on an
approximate model, where we assume a normal likeli-
hood of the response rather than the appropriate like-
lihood (cumulative or Weibull in our examples). Note
that this normal approximation is different from our
latent approach, since the latter approximates the la-
tent predictor, not the response.

We first fit ordinal and time-to-event survival regres-
sion models on extensive simulation conditions. The
generative process is

xn ∼ Normal(0,Σρ), zd ∼ Bernoulli(0.6),

βd ∼ zd ·Normal(0, 1.5),

ηn | xn, β = βTxn, yn | ηn ∼ p(g(ηn), φ),

where y ∈ R, xn ∈ RD are the outcome and predic-
tors respectively, β denotes the unknown coefficients,

Ordinal Survival
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Figure 3: Median and 90% confidence interval ELPD
difference to the reference model for the selected sub-
set of predictors for an ordinal cumulative model (left)
and a time-to-event survival model (right) with N =
100, ρ = 0. Higher values are better. Competing meth-
ods are described in Section 5.2.
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Figure 4: Median and 90% confidence interval of the
area under the curve (AUC) for the ROC for the se-
lection of truly relevant terms in an ordinal cumula-
tive model (left) and a time-to-event survival model
(right) with N = 100, ρ = 0 for all competing meth-
ods. Higher values are better. Performance of pure
random selection is shown as dashed dark green line.
Competing methods are described in Section 5.2.
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number of variables D is varied in [50, 100, 250, 500]
and the number of observations N is also varied in
[100, 200, 300]. ρ indicates the uniform correlation be-
tween predictors, g is the model-specific inverse link
function and p is either an ordinal cumulative likeli-
hood (with 5 ordered categories) or a time-to-event
likelihood with Weibull base hazard process (maxi-
mum time-to-event is capped to 5), and φ are model
specific parameters. Here, we show results forN = 100
observations and ρ = 0. We show more simulations in
the Appendix.

We fit the reference model making use of
brms (Bürkner, 2018) with a regularized horse-
shoe prior (Piironen and Vehtari, 2017b) accounting
for the sparsity in the predictors. The regular-
ized horseshoe prior helps in avoiding overfitting,
particularly for the higher dimensionality models.

Both the KL and residuals diagnostics indicate a
good approximation for these models as shown in Sec-
tion 5.1. Here we analyse the predictive and selection
performance.

Latent projections achieve the best held-out
ELPD performance. The latent approach always
achieves the best performance (Fig. 3), even surpass-
ing the full reference model with models that include
substantially fewer terms. This can be explained by a
slight overfitting in the reference model. In the most
complex scenarios, we see that the performance of all
methods suffers from slightly larger variance, including
the full reference model.

Approximate likelihood methods result in un-
derperforming selections (Fig. 3). While the
performance of glmnet is the closest to our proposed
method on average, its performance distribution is
wider and less reliable, while other methods suffer
greatly from the approximate likelihood representa-
tion. Spike-and-slab priors (ss in the figures) im-
pose a very strong penalisation, which, together with
the arbitrary choice of threshold (0.5 in our exper-
iments, as is common, e.g. in Scheipl (2011)), can
result in suboptimal selections. The ill-informed ap-
proximate likelihood results in very few terms crossing
the selection threshold, particularly in ss and naive
projpred. Even though sslasso does not need an
arbitrary threshold for the selection, it suffers from
similar problems.

Other approaches require refitting a Bayesian
model. Other approaches operate on an approxi-
mate likelihood model that does not result in a sensible
predictive model. To have a functional reduced model
in the same domain as the reference model, all ap-

proaches except ours require refitting a full Bayesian
model with the selected predictors and correct (non-
normal) likelihood, increasing their cost. Our latent
approach fully honours the reference model structure,
and predictions in the original model space only re-
quire evaluating the inverse link function for the latent
predictions.

Latent approach retains reference model un-
certainty. The uncertainty present in the reference
model is projected as well, contributing to better in-
formed solutions than the other approaches, which
cannot represent the original model likelihood. As seen
in Fig. 4, both projpred approaches achieve the high-
est AUC, even though naive projpred fails to assess
the predictive performance of the projections. For the
simpler ordinal experiments, glmnet achieves simi-
lar AUC. Interestingly, ss has trouble identifying any
relevant features, and therefore its selection is not ac-
curate, whereas sslasso manages to identify at least
some.

5.3 Non-exponential family models with real
data

In this section, we assess the selection and predictive
capabilities of our latent approach on real datasets and
compare it against glmnet as the best competitor in
our simulated examples. We focus on the quality of
the selection path and the properties of the latent pro-
jections. A brief description of each dataset can be
found in the Appendix.

Latent projections identify superior solution
path. We show the comparison of the latent ap-
proach against glmnet in Fig. 5. From a predictive
performance point of view, the latent approach iden-
tifies a better solution path for all datasets we tested,
except for eyedisease, where both approaches are
equal. Note that, along the path, there are multi-
ple model sizes for which the latent approach’s projec-
tions’ performance is superior to their glmnet coun-
terpart. Datasets with few observations (cancer and
rotterdam particularly) suffer from higher variance in
performance.

The response space is noisier. Our latent ap-
proach allows us to perform the variable selection on
either the response scale or the latent predictor scale.
When compared to the selection in response scale (as
seen in Fig. 5), the latent predictor space is signif-
icantly less noisy (Fig. 6), mostly due to the com-
plex observation model and sometimes relatively small
datasets. The reference model filters noise from the
data and thus the latent variables have less noise, re-
sulting in reduced variance in the selection criterion
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Figure 6: Full data ELPD performance in the latent predictor space for latent_projpred. Reference perfor-
mance in dark red dashed horizontal line.

(Fig. 6 Latent label), even in data with few observa-
tions (Cancer and Rotterdam in particular).

5.4 Non-Gaussian exponential family models
with simulated data

We simulate 50 realizations of a Bernoulli data with
N = 300 observations and D = 50, 100, 250, 500 un-
correlated variables.

The latent approach is faster to compute. The
latent normal approximation is solved efficiently in
closed form, which is faster to compute than the it-
erative solution of the original projection approach,
resulting in significantly faster solutions (Fig. 7).

Latent approach has less variability and selects
fewer variables. We simulate 50 bootstrap samples
from the same Bernoulli data generation process with
N = 100 observations and D = 50 variables and com-
pare the selection of the original framework against the
latent approach. As seen in Fig. 8, the latent approach
results in smaller subsets of relevant variables with a
smaller variability across bootstrap samples, while the
original framework fails at identifying a suitable subset
and overselects variables in every case.
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Figure 7: Median and 90% confidence interval rela-
tive wall time of latent_projpred over projpred for
50 Bernoulli data realizations and varying number of
observations (different shapes). Lower than 1 means
latent_projpred is faster.
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Figure 8: Bootstrap inclusion frequencies for a simu-
lated Bernoulli dataset with N = 100 observations and
D = 50 variables computed from 50 boostrap samples.
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Figure 9: Comparison of full data expected log pre-
dictive density (ELPD) performance for a hierarchical
Bernoulli model of fertility among kākāpō population.
Reference performance in dark red dashed horizontal
line. The original projpred solution does not reach
the reference model predictive performance due to con-
vergence issues in the underlying projections when in-
cluding the varying intercept per individual.

5.5 Non-Gaussian exponential family models
with real data

For complex non-Gaussian models, the original frame-
work provides a solution that might suffer from unsta-
ble projections and often fail to converge to sensible
results. We show that the latent approach obtains a
superior solution for a real model in the context of
endangered species conservation taken from an ongo-
ing collaboration with domain experts (Digby et al.,
2021).

These data consist of a set of 211 kākāpō individuals
(it is not possible to obtain more observations due to
the very nature of the data set) and the aim of the
study is to find a model for the fertility of upcoming
eggs. With the domain experts, we constructed a hi-
erarchical Bernoulli model (the response is either 0 or
1 for fertile and infertile eggs) with a varying intercept
per individual. Such group effects can soak most of
the outcome variance in the model, which paired with
the nonlinear link function, can often result in PIRLS
solver convergence issues.

Latent approach provides superior performing
projections (Fig. 9). Since the latent predictor is
naturally continuous and unbounded, the latent ap-
proach results in more stable and efficient projections
for non-Gaussian exponential family models, as seen
in Fig. 9. The latent approach accurately captures
the reference model predictive performance, and also
a better ordering in the solution path.

6 Discussion

We proposed a novel latent space projection predic-
tive approach to perform variable and structure se-
lection in models with non-exponential family obser-
vation model. As shown in the experiments, the ap-
proach is also beneficial for non-Gaussian exponential
family models.

We have shown that our approach offers superior
performance in extensive experiments on high di-
mensional generalized linear models and several real
datasets. The proposed method is not limited to la-
tent linear models, as it can readily be used for variable
and structure selection in more complicated models,
including linear and non-linear hierarchical models (as
demonstrated in Fig. 9).

Our approach not only improves variable and structure
selection in a whole new set of models while respecting
their original structure, but also offers superior perfor-
mance in currently supported models in projpred.

The method may have worse performance for models
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whose latent space is far from normal. We provide di-
agnostics that alert the user in these cases, but further
research is needed to improve the performance in such
cases.
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